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Problem 

q Given a reference image and user text as input query, we
consider to retrieve new images that resemble the reference
image while changing certain aspects as specified by text.

q The text can be given as attribute or natural language.

Main Challenges

q simultaneously preserve and transform the visual content in
accordance with the text feedback

q learn a composite representation that jointly encapsulate visual
and textual contents from coarse to fine-grain

Main Idea

Ø Visiolinguistic Attention Learning (VAL) 

v model architecture
– composite transformers at multi-level

• attentional transformation and preservation
• fuse vision and language features via attention learning at 

varying representation depths. 

v learning objective
– hierarchical matching

• align with the target visual and textual representations in a
two-level hierarchical space

…(a)

(b) …

I want a similar one but
change black to pink.

I want it to has a light 
floral pattern.

Figure 1. Problem illustration of image search with text feedback. The text
describes the visual content to refine in the reference image, ranging from (a) a
concrete attribute to (b) more abstract visual properties such as fashion style.

Proposed Approach 

q Composite transformers at multi-level inside the CNN
• visiolinguistic representation

• self-attentional transformation

• joint-attentional preservation (spatial-wise & channel-wise)

• composite representation of image and text

q Hierarchical Matching

a) visual space (tie with the target image )

b) semantic space (tie with the target tagged text )
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Figure 2. An overview of our Visiolinguistic Attention Learning (VAL) framework
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change black to pink

(a) Primary visual-visual matching
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Figure 3. Discriminative feature learning in a two-level hierarchical space
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Experiments on three benchmark datasets
q Qualitative results

q Quantitative results
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with 
fringe

is grey with 
black designFigure 4. Image search with attribute-like text feedback on Fashion200k

Figure 5. Image search with natural language feedback on FashionIQ/Shoes

Table 1. Fashion200k

Table 2. Shoes

Table 3. FashionIQ
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