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Figure 2. Model overview: We tackle the image-level domain drift by learning to render the source
person image X into diverse domain contexts guided by arbitrary instances X from target domain.
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Figure 1. Motivation illustration: In open surveillance spaces, the contextual variations - Image Generator = U-Net + skip connection + residual blocks  Re-id performance: synthetic data boosts cross-domain re-id results.
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